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BCI
Brain–computer interface (BCI) systems are 
allowing humans and non-human primates to 
drive prosthetic devices such as computer 
cursors and artificial arms with just their 
thoughts. 
Invasive BCI systems acquire neural signals with 
intracranial or subdural electrodes, while 
noninvasive BCI systems typically acquire neural 
signals with scalp electroencephalography (EEG) 

Introduction

EEG
EEG refers to the recording of the brain's 
spontaneous electrical activity over a period of 
time, as recorded from multiple electrodes
placed on the scalp.

Related Study
In previous study, a decoder model of 
Multiple Linear Regression was used to 
predict the velocity of the computer cursor 
from EEG. 



Experiment Setup

Data

34 subjects; 2 orientation/subject; 5 trials/orientation; 

The computer cursor was programmed to move in one 
dimension(Horizontal/Vertical). The subjects were asked 
to track the moving cursor on the screen by imaging 
that they were using their dominant hand to control the 
cursor moving the same way as it was on the screen. 

In the mean time, the EEG signal is recorded wirelessly 
with Emotiv EPOC headset of 14 channels. The headset 
with hydrated electrodes was put on the scalp of the 
subject. Meanwhile, TestBench, a Emotiv software was 
used to ensure the signal quality during the recording 
process. 14 channel EEG data and cursor movement 
were recorded simultaneously at a sample rate of 
128Hz. 



Cursor Movement

Measured by a vector

Magnitude: RNN regression

Orientation: CNN classification
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FILTERING
The Butterworth filter is a type of signal processing 
filter designed to have a frequency response as flat as 
possible in the passband. The main purpose of applying 
a low pass filter is to reduce the high frequency 
fluctuations for more smooth input signal of the neural 
network. According to some literature, the EEG signal 
under 2Hz has a close relation with the cursor control.



RNN
A recurrent neural network 
(RNN) is a class of artificial 
neural network where 
connections between nodes 
form a directed graph along a 
sequence. This allows it to 
exhibit dynamic temporal 
behavior for a time sequence. 
Unlike feedforward neural 
networks, RNNs can use their 
internal state (memory) to 
process sequences of inputs. 
This makes them applicable to 
tasks in this experiment since 
our input data is a sequence of 
time.



LSTM vs GRU
The LSTM model is composed of LSTM units which have 
cells, input gates, output gates and forget gates. The GRU 
consists of update gates and reset gates. In this project, 
they are of similar performance result.



Cross Validation

Leave One Out cross validation method is used to 
prevent the model over fitting problem. Since 
there are five trails for each regression model, one 
trail was left out for validation while the other four 
trails were for training. Therefore, five models are 
generated according to five different training and 
testing combinations.



Result

Horizontal

Vertical



Evaluation

Correlation Goodness of Fit Score: 

The models were evaluated using two types of score called Goodness-of-
Fit (GoF). This scoring technique separated the trial into segments of 5 
seconds. The first type is to average the Pearson correla- tion scores 
between the predicted and ac- tual cursor velocities. Then, the averaged 
value of the Pearson correlation scores over each trial was defined as the 
GoF. The second type is to average the R squared value scores between 
the predicted and actual cursor velocities. These methods can provide a 
better representation of fit by not allowing one improperly fit window to 
reduce the overall models score. 

R squared Goodness of Fit Score: 



LSTM
Horizontal
Correlation

LSTM
Vertical
Correlation

Best 
score: 
0.8425 

Best 
score:
0.7695 



From the tables in the appendix, it is shown that the LSTM and 
the GRU model have very similar performance and accuracy. In a 
random seeded machine learning process, the highest correlation 
mark of the LSTM horizontal regression is 0.8425. The correlation 
mark of the GRU horizontal regression can reach up to 0.8203. 
The best vertical regression of LSTM score is 0.7695. And the 
vertical regression of GRU model goes up to 0.7113. The table 
also reveals that the horizontal cursor movement prediction is 
generally better than the vertical cursor movement prediction for 
the same subject. It is worth noting that the prediction accuracy 
varies from subject to subject. For example, subject 25 performs 
very well in both horizontal and vertical LSTM trails with an 
average score of 0.7692 for horizontal trails and an average score 
of 0.5655 for vertical trails. Subject 21 performs well in the 
horizontal tests but poorly in the vertical tests. Subject 14 can 
perform equally well results on both types. However, there are 
subjects who have no significant patterns such as subject 16.

Conclusion



1 RNN is an effective method for 
EEG decoding. 

2 LSTM and the GRU model have 
very similar performance and 
accuracy.

3 Horizontal velocity regression is 
generally better than vertical 
velocity regression

4 The prediction accuracy varies 
from subject to subject.

Conclusion

Conclusion



Task B 
A Binary Classifier 

with CNN 
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INTRODUCTION
• Input data: 

34 subjects, each subject practiced 10 trials. 5 trials of horizontal cursor 
movement, 5 trials of vertical cursor movement. Each trial last for 60s with a 
sampling rate at 128Hz. 

• Practical application: 
Need to specify the orientation of the cursor movement in order to apply the 
corresponding regression model. 

• Binary classifier: 
Act as a gate in front of the regression model 
to indicate if the user want to move the 
cursor horizontally or vertically

01



Why DNN ?
• Deep Neural Networks(DNN) has recently achieved remarkable accomplishment 

in several kinds of recognition tasks, including image, video, speech and text. 

• Relatively unexplored in neuroimaging domain

• DNN typically takes advantage of large data sets
• Sample set of neuroimaging data is quite limited

• Some previous work in learning EEG representations using CNN and  RNN with a 
moderate data set achieved remarkable result.

• Piotr Mirowski et al. “Classification of patterns of EEG synchronization for seizure 
prediction”(2009)

• Hubert Cecotti and Axel Graser. “Convolutional neural networks for P300 detection with 
application to brain-computer interfaces”(2011)

• Nihal Fatma Güler, Elif Derya Übeyli, and Inan Güler. “Recurrent neural networks employing 
Lyapunov exponents for EEG signals classification” (2005)



OBJECTIVES

• Build a classifier for recognizing users ’intend of cursor 
movement orientation, and achieve a satisfying prediction 
accuracy with an acceptable model training time

• Investigate the potential influence of the input window size

• Investigate the variance between different experiment subjects 



02 PIPELINE



03 PREPROCESSING
PROJECTION

Project the 3-D location of the 14 electrodes to 2-D location using Azimuthal 
Equidistant Projection



FEATURE EXTRACTION

• For each trial of data, chop them into several equal-sized time slices
• Window size(length): 5sec, 2.5sec, 1.5sec
• Calculate the band-power for each time slice under certain frequency 

ranges
• Delta(0.5~4Hz), Theta(4~7Hz), Alpha(8~13Hz)



INTERPOLATION

• For each time window, apply Clough-Tocher Scheme to interpolate the 
scattered power with the 2-D location into three 32x32 spatial maps in 
R,G,B channels corresponding to three frequency ranges.

• R: Delta G: Theta B: Alpha

Horizontal

Vertical

First 40sec of subject 1



04 MODELLING
• CONV: 3x3 filter, stride=1  Activation Function: ReLU

• “same” padding for the first two convolutional layer, “valid” padding for the 
rest of the convolutional layer. 

• Batch Normalization: accelerate the training by reducing internal covariance shift 
• MAX-POOLING: 2x2 filter, stride=2

• Dropout at a rate of 0.5: reduce overfitting by preventing complex co-adaptations 
on training data 

• Optimizer: Adam



05 TRAINING & CROSS VALIDATION

• Input: !"×$"
%&'()%	+&,-

images. E.g. window size=5 sec, input size=120x3x32x32
• Train the model with different input window size to find out the optimal 

one among 5 sec, 2.5 sec, and 1.5 sec. 
• Train the model with normalized input and unnormalized input.
• Train the model with all subject data using the optimal parameter setting

TRAINING

CROSS VALIDATION
• Leave-one-group-out cross-validation(LOGOCV)
• every trial was set to be one group 
• Eliminate the internal connection the training set and validation set 
• For each split, one group is chosen to be the validation set, and the rest 

groups are used as the training set. 
• Totally 𝐶!"! = 10 splits



06 RESULT & DISCUSSION
RESULT

Subject2 unnormalized Subject2  normalized

• Optimal window size: 5sec
• The model performs better 

without normalization

• Training time: 
• Multi-thread: 4'10” for 

each training set
• Single thread: 10'50”for 

each training set
• 2.8 GHz 4-core Intel i7 

processor 



• The best average prediction accuracy is 79.17% given by subject12’s data, 
with the maximum prediction accuracy at 100% using the second vertical 
trial as the test set. 

• The worst performance is 33.3% of average prediction accuracy given by 
subject26, although the maxi- mum prediction accuracy is also 100%. 



DISCUSSION

• While the model has achieved a satisfying prediction accuracy at 
79.17% with a acceptable training time, it is not robust to all subject.

• Possible reason
• The parameter setting that is optimal for one subject is not that suitable 

for all other subject 
• The temporal property of EEG signals was not utilized 



FUTURE WORK

• For every subject, try to find the optimal parameter setting, then 
find the optimal parameter setting for all subjects such that our 
model could be generalized for all kind of person. 

• Try to implement RNN after each time-distributed CNN output, try 
to use algorithms like RCNN, LRCN and other video classification 
techniques. 

• Implement the model on GPU to accelerate the training. 
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