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»  Dynamic Traffic Assignment > openMP on DTA of ODE
»  Dynamic User Equilibrium > Discretization LWR model

» Differential Variational Inequality
»  Dynamic Network Loading Based on ODE
»  Dynamic Network Loading Based on LWR
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What's Dynamic Traffic
Assignment ?

Dynamic traffic assignment is aimed at
allocating traffic flow to every path and
making their travel time minimized over the

time.

Dynamic traffic assignment belongs to
traffic planning, it plays an important role | In S
Intelligent Transportation System |

Such as Route Guidance in Google map
Heat Map in Baidu map
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Introduction
Dynamic traffic assignment is the positive modeling of of

automobiles on road network consistent with established

® Nodes: origin or destination
® Links :road
® Origin-Destination Pair

® Time cost = Delay = Travel Time

Abstract Network
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Introduction
Continuous Time Dynamic User Equilibrium (DUE)
@ Users choose the path with travel
time

Desired solution:

B The for each path

B The corresponding
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Continuous Time Dynamic User Equilibrium (DUE)

For each individual, compared with your current travel cost:

@ If there is another path will lessen your travel cost, you
switch!

@ If there is another departure time will lessen your travel cost,
you switch!

& Facing with a new scenario, go back to the first two steps.

*Until the Nash equilibrium is
reached!
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Nash equilibrium

€ n game theory, the Nash equilibrium, named after
American mathematician John Forbes Nash Jr, is
a solution concept of a non-cooperative game involving
two or more players in which each player is assumed to
know the equilibrium strategies of the other players, and
no player has anything to gain by changing only their own
strategy.


https://en.wikipedia.org/wiki/John_Forbes_Nash_Jr.
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Solution?

€ How’s the transportation system going to look like under
that equilibrium?

=== Path 3 departure rate == Path 3 cost

Unit Cost

Fig Departure rates and corresponding
travel cost in the DUE solution
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Solution?

€ To know the equilibrium strategies of the other players:

Dynamic Network Loading: The problem of finding link activity
when travel demand and departure rates (path flows) are
known iIs commonly referred to as the dynamic network

&' BUNEARR' e Guilibrium:

Differential Variational Inequality (dVI)
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Progress
» Part 1: Dynamic Network LoadingFriesz2011)

dxg (t)
. . T =hy(®) = g5, (1) VPEP
Link state equation dx? (¢) Path fron 1 t0 6
T = Jdq, ,(t) — gg,(t) Vp € P,i € [2,num(p) /{ 4)
gai(t) 1% 5 = 1 il‘1 y
— = 4 (t) Vp € P,i € [1,num(p)] o it ait
Link sl1)
Medium equation # _ R? (v, 0,7, h) Vp e P
(coming from Taylor o
) .
expansion) 4t~ Ra(®gT) VPEPIE [2'””’”@)]

xP ((t—=1)-4) = VpEP i €1, num(p)]
Initial conditions 95,(f=1)-4) =0 vp € P,i € [1,mum()] Flow Propagation
ra((t—1)-4) =0 Vp€P,i€ [1,num(p)]
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Progress

> Pa rt 2: Convert DUE tO DVI //\ Normal Cone//”
..,_\\ ) /
DVI(W,4, [to,tr]): find h* € Ay suchthat g F o B /F(ﬂc')
( tf \ /() \
2 peP . Y,(t,h*)(h—h*)dt =0 Vh € A IPetal
$ S

—

\ .
\oe

dyi;

where A =h > 0: = Z pep;Np(t), ¥ij(0) = 0,y;;(tr) = Qy;

\
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Progress
» Part 3: Solve DVI by Fixed-Point Iteration

Equal solution h* = Ps[h* — a¥(t, h")]

tr
Kty — Kk | =o0..
For each iteration step E LO [hp () — at (&, p) + vl]]+ Qi

PEP;j

Update new departure rate h&*1 = |hk(t) — a® (¢, hE) + vij]+



Initialization: path, timespan, arc, hO, Q(demand),

ODE

. Dynamic Network
epsilon (tolerance) et. Loading

while condition Is true A |hk - hk+1]| is larger than tolerance

solve ODE to get link volume
_ ‘ Get arc volume \
get link delay
get effective path delay The best departure
Get arc delay time and path choice

solve v

update hk+1

_ Get path delay
end while Fixed-Point Problem

Output: Phi, hk
DVI Problem
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Example: Small graph

Fig. Small Network

double TA[2] = {75.0,50.0};
double Q[2] = {400,200};

std::vector< arc_type > arc= {{0,800,6,4},{1,800,6,8},{2,800,8,4},{3,800,8,10},{4,1000,8,8},{5,600,6,10}};

std::vector<od_pair_type> DATA_SET ={{{arcl[2],arc[5]1},{arc[0],arcl1],arc[5]1},{arcl®],arc[1],arc[3],arcl4]},{arcl[2],arc[3],arcl4]}},
{{arc[51},{arc[3],arc[4]1}}};
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Example: Small graph

Frinting the range of v for each od
14 807292, 14 8607347
9. 542000,92, 545713

for @ th h, ND/sNX is @, 0003034 [
for 1 th h, ND/NX 15 nan Ml 15 @,
for 2 th h, ND/NX is nan Mx 15 @&,
for 3 th h, ND/NX is @.0000106 [
for 4 th h, ND/NX is @,@00001 R
for 5 th h, ND/NX is nan Mx 15 @&,

pair:

is 77217 074806 ND 15 @, 301855 (J 15 386, 794661

EEEEEE ND 15 @, DECHEE 0 s @ GEEEH
HEEHEHEE ND 15 @, GE0HE J 15 @, 0000006
is 454, 7503582 ND 15 @, 004661 Q is 13.142970

1s 32669, 43532778
EEEEEE

ND 15 @ 8376829
ND 15 @, GEEHE

Q0 is 199, 743774
Q0 15 @, 0000006
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Example: Path 1
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Example: Path 4
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Example: Path 5
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Using openMP to implement parallel computing

m_cou
h_cou
for(i
{
for
{
f
{

nter=0;
nter=0;
nt a=0;a<DATA SET.size();a++)

(int b=@;b<DATA_SET[al.size();b++)
or(int c=0;c<DATA_SETI[al [b]l.size();c++)

double total_x=8;
double total_dx=0;
int arc_num=int(DATA_SET[a] [b] [c][@]);
for(int i=0;i<ARC_MAP[arc_num]l.size();i++)
{
total_x+=x[ARC_MAP[arc_num] [i]];
total_dx+=dxdt [ARC_MAP [arc_num] [i]];
}
if(c==0)
{
dxdt [m_counter+2+m]=R(total_x,total_dx,x[m_counter+m],x[m_counter+2+m],
h_spline[h_counter](t),DATA_SET [a] [b]l [c]);
h_counter++;
}elseq
dxdt [m_counter+2«m]=R(total_x,total_dx,x[m_counter+m],x[m_counter+2xm],
x [m_counter+m-11,DATA_SET[al [b] [c]);
}

m_counter++;

#pragma omp parallel for
for(int i=0;i<m;i++)

{

double total_x=0;
double total_dx=8;
std: :vector<double> current_arc=DATA_SET[M_MAP[i] [0]] [M_MAP[il[1]] [M_MAP[i][2]];
int arc_num=int(current_arc[@]);
for(int j=0;j<ARC_MAP[arc_num].size();j++)
{
total_x+=x[ARC_MAP[arc_num] [j1];
total_dx+=dxdt [ARC_MAP[arc_num] [j1];
}
if(M_MAP[1] [2]==0)
{
dxdt [i+2+m]=R(total_x,total dx,x[i+m],x[i+2#m],
h_spline [INDEX_MAP[M_MAP[i][0]] [M_MAP[i] [1]1](t),current_arc);
}else{
dxdt [i+2+m]=R(total_x,total_dx,x[i+m],x[i+24m],
x[i+m-1], current_arc);
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Using openMP to implement parallel computing

@ ODE calculation
® Linear search for v

¥ 12 cores, 24 threads
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200 400 600 800 1000

®m\With openMP  ®Without openMP
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Sioux Falls Network

Considering 10 OD pair and 30 paths

double TA[10] = {75.9,50.0,75.0,75.8,75.0,50.0,60.0,75.0,75.0,80.0};
double Q[10] = {4e0@,400,400,400,400,400,400,400,400,400};

std::vector< arc_type > arc= {{0,800,6,4},{1,800,6,8},{2,8¢0,8,4},{3,800,8,10},{4, 1000,8,8},{5,600,6,10},

{6,800,6,4},{7,800,6,8},{8,800,8,4},{9,600,8,10},{10, 1000,8,8},{11,6080,6,10},
{12,8ee0,6,4},{13,800,6,8},{14,800,8,4}, {15, 800,8, 10}, {16,1000,8,8},{17,600,6,10},
{18, 800,6,4},{19, 800,6,8},{20,800,8,4}, {21, 80e,8, 10}, {22,1000,8,8},{23,600,6,10},
{24,800,6,4},{25,800,6,8},{26,800,8,4}, {27,800,8, 10}, {28,1000,8,8},{29,600,6,10},
{30,800,6,4},{31,800,6,8},{32,800,8,4}, {33,800,8, 10}, {34,1000,8,8},{35,600,6,10},
{36, 800,6,4},{37, 800,6,8},{38,800,8,4}, {39, 800,8, 10}, {40,1000,8,8},{41,600,6,10},
{42,800,6,4},{43,800,6,8},{44,800,8,4}, {45,800,8,10}, {46,1000,8,8},{47,600,6,10},
{48,800,6,4},{49,800,6,8},{50,800,8,4}, {51,800,8, 10}, {52,1000,8,8},{53,600,6,10},
{54, 800,6,4},{55, 80e,6,8},{56,800,8,4}, {57, 800,8, 10}, {58,1000,8,8},{59,600,6,10},
{60,800,6,4},{61,800,6,8},{62,800,8,4}, {63,800,8,10}, {64,1000,8,8}, {65,600,6,10},
{66,800,6,4},{67,800,6,8},{68,800,8,4}, {69,800,8,10},{70,1000,8,8},{71,600,6,10},
{72,800,6,4},{73,800,6,8},{74,800,8,4}, {75, 800,8, 10}, {76,1000,8,8},{77,600,6,10},
{78,800,6,4},{79, 800,6,8},{80,800,8,4},{81,800,8,10}};

std::vector<od_pair_type> DATA_SET ={
{{arcl2],arc[7],arc[37],arc[39],arc[75],arc(64]},{arcl2],arc[7],arc[36],arc[34],arcl41],arc[45],arc[59]},
{arcl2],arc[7],arc[36],arc[32],arc[29],arc[49],arc[53],arc[59]1},{arcl1],arc[4],arc[16],arc[22],arc[49],arc[53],arc[591},
{arc[3],arc[4],arc[16],arc[208] ,arc[18],arc[56]1}},
{{arc[4],arc[16],arc[22],arc[49],arc[53],arc[59]1},{arcl4],arc[16],arc[20],arc[18],arc[56]},{arc[4],arc[16],arc[22],arc[55],arc[56]1}},
{{arc[10],arc[34],arc[42],arc[73],arc[75],arc[64]},{arc[10],arc[27],arc[3@],arc[53],arc[59]},{arc[9],arc[12],arc[16],arc[22],arc[49],arc[53]
{arc[9],arc[13],arc[25],arc[3@],arc[53],arc[59]}},
{{arc[13],arc[25],arc[28],arc[46],arc[69],arc[64]},{arc[12],arc[16],arc[22],arc[49],arc[53],arc[59]}},
{{arc[54],arc[56]},{arc[17],arc[22],arc[49],arc[53],arc[59]},{arc[18],arc[55],arc[49],arc[53],arc[59]}},
{{arcl25],arc[28],arcl46],arc[69],arc[64]},{arc[25],arc[28],arcl[46],arc[68]},{arc[24],arc[22],arc[49],arc[53],arc[59]1}},
{{arc[34],arc[42],arc[73],arc(75],arcl[641},{arc[32],arc[29],arc[49],arc[53],arc[59]1},{arc[32],arcl[28],arcl46],arc[68]1}},
{{arc[39],arc[75],arc[64]},{arc[39],arc[75],arc[69],arc[6B8]}},
{{arcl46],arc[68]},{arc[46],arc[69],arc[64]},{arc[45],arc[59]}},
{{arcl49],arc[53],arc[591},{arc[58],arc[56]1}}
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Fig. 1. Sioux Falls network.
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the @ t
the 1 th path, the integral of departure rate of final hk is d.220828280
S|OUX Fa”S the 2 th path, the integral of departure rate of final hk is @.22220282
the 3 th path, the integral of departure rate of finmal hk is d.2202828080
the 4 th path, the integral of departure rate of fTinmal hk is 399.945611
Network the 5 th path, the integral of departure rate of final hk is B.2208028080
the &6 th path, the integral of departure rate of fimal hk is 394.784573
the ¥ th path, the integral of departure rate of fimal hk is 4.835308
the 8 th path, the integral of departure rate of finmal hk is 235.118113
the 9 th path, the integral of departure rate of finmal hk is 164.27808261
the 18 th path, the integral of departure rate of fTinal hk 1s B.2000Q28
the 11 th path, the integral of departure rate of Timal hk is 2.000028
the 12 th path, the integral of departure rate of Tinmal hk is 281.884458
. . the 13 th path, the integral of departure rate of fimal hk is 189B.743123
ConSIderlng the 14 th path, the integral of departure rate of final hk is 399.917744
. the 15 th path, the integral of departure rate of fimal hk is 2.000028
1()()[)F)a|r the 16 th path, the integral of departure rate of fimal hk is @8.0002028
the 17 th path, the integral of departure rate of fimal hk is @.000028
and 30 the 18 th path, the integral of departure rate of Timal hk 1is 488.814653
the 19 th path, the integral of departure rate of fimal hk is 2.0000828
the 28 th path, the integral of departure rate of fimal hk is @.0002028
F)at11S the 21 th path, the integral of departure rate of fimal hk is @.000028
the 22 th path, the integral of departure rate of Timal hk i1s 3899.659963
the 23 th path, the integral of departure rate of Tinmal hk is 270.721623
the 24 th path, the integral of departure rate of Tinmal hk is 128.991122
the 25 th path, the integral of departure rate of final hk is 399.821417
the 26 th path, the integral of departure rate of final hk 1s B.2000R268
the 27 th path, the integral of departure rate of fimal hk is 2.000028
the 28 th path, the integral of departure rate of fimal hk is @.0002028

L]
L]

the 29 path, the integral of departure rate of Tinal is 399.B2625%

L]
L]
L]
L]
L]
L]
L]
L]
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Sioux Falls Network :path no.30

Considering 10 OD pair and 30 paths

Fig. 1. Sioux Falls network.
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Sioux Falls Network

Considering 10 OD pairs and 30 paths

500 1000 1500 2000

m Using openMP  mWithout using openMP
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Sioux Falls Network

Considering 23 OD pairs and 232 paths

66
21 62

75

64

Fig. 1. Sioux Falls network.
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th path, the integral departure is 20,.008372

th path, the integral departure is B.000000

th path, the integral departure is B.000000

o the integral departure hk is 20.@83733

Sioux Falls Network : i

the integral departure is B.@R0000

the integral departure is 19.992994

the integral departure is B.2000000

the integral departure is B.2000000

the integral departure is 20.822541
° ° ° the integral departure is 19.987229

the integral departure is B.pooo0e

onsidaerin Pairs an patns
the integral departure is 20.818812
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the integral departure
the integral departure
the integral departure
the integral departure
the integral departure
the integral departure
the integral departure
the integral departure
the integral departure
the integral departure 331850
the integral departure .Baoae
the integral departure is 11.654851
the integral departure is B.oooo0R
the integral departure B.eo0Ree
the integral departure B.eo0Ree
the integral departure 7.753155
the integral departure 12.247956
the integral departure B.e00200
the integral departure ) is B.pooBR
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the integral departure ) is B.00oo0A
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Sioux Falls Network

Considering 23 OD pairs and 232 paths

epsilon = 0.05

Using openMP

Without using openMP
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Table of average time for a single iteration

sloudall 23 parrs h

siouxfall 10 pairs -

10 20 30 40

m Using openMP  mWithout using openMP
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With a larger graph, comes with a higher efficiency
of openMP.
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Sioux Falls Network (Larger graph)
Considering 552 OD pair and 6255 paths

@ lterations:12

€ Running time: 10968.9 s

€ Average time for a iteration: 914.1 s(15.2 min)
@ Epsilon: 0.5
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Sioux Falls Network (Larger graph)

Considering 552 OD pair and 6255 paths
Graph of path 6208

Joint Institute for
Computational Sciences

Graph of path 6216

JICS %

=K
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Future work

Implementation on CUDA or GPU.
Improvement on DNL based on DTA
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Dynamic network loading by PDEs
It depends on the downstream

LWR model --- hydrodynamic model and upstream flow state.

Non-linear PDE

wen) | GreEa) Origin

~0 Destination
dt ox

1. Queues and delay
2. Density-speed relationship e
3. First-in-First-out principle Water propagate in pipe

4. Route information Thickness = capacity
Water = flow

Advantages
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Implementation Flov 4

Capacity

Discretization (Han,2012)

Congestion

( L _ L
Dat) = @ ‘e 1 !
= L | SR B
Ca ile?p (t - _a) > Nc?own(t) Capacity |
. ka I
: Congestion
Link model | -
L L Supph‘ : density
Qout(t — W_a) if ng(t) = Nc?own(t a W_a) + pJC'lamLa Capacit II
Sa(t) = < & L ¢ |
5 a
k Ca lf Nlilp (t) < Nccllown(t - W_a) + pjc'laml‘a Free I| Congestion
|
' >

density
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Implementation
(Han,2012)
ali(®) = ) ub(t,La)
paa,b
. = min{D;(t S’(t)}'elo &

Junction model ety =IO, ) P2

Qin,j = zaij : CIout,i(t) o

ierv P3

- = e = = e =

" N () = N& (t4(t
Path delay - Naown(®) = Nip (7a(0)

Moskowitz function
travel_time = t,(t) — ¢t

R e e e e T T



Algorithm 2: Computing dynamic network loading based on LWR

model by C

Initialization:  path,timespan,  arc,
forall i=1:num (OD pair)

While condition is true

for t =1 : num (timesteps)

fori=1:num (links)
Solve D Get link demand
Solve S Get link supply
for j =1 : num (linkin)
for k =1 : num (linkout)
get turning ratio
end for
end for
end for
Calculate entering flow
Calculate exiting flow
end for
get effective path delay
geta v in each iteration
update hk+1 according to equation 3.4
end while
end for
Output: Phi, hk

Q(demand),  epsilon

A hk - hk+1 is larger than tolerance

Aequation 5.2
Aequation 5.3

Aequation 5.4

Aequation 5.5
Aequation 5.6

Aequation 3.3
Aeach v map to a hk

(tolerance)

Flow chart

[ ]
l

Get link demand
suply

|

Get junction
turning ratio

\ 4

Update entering
flow

Update exiting
flow

/ Qutput /

A

The best
departure time
and path choice

\ 4

Fixed point
iteration

ﬂk

DVI problem

4+

Get path delay

Get link delay




THE UNIVERSITY OF

TENNESSEE

% OAK RIDGE s LS

The value in each
cellular denotes
the departure rate.
downstream flow
upstream flow
associate with
different tables.

- National Laboratory . Joint Institute for

Path

Computational Sciences

Time Steps
A

[ |
 al2lalals|el7]slol10]1]1o[1311al15016]17]18]20] 20
1 Jofoolojozosjos)os]oslo7joso20fojofo]olofo] o
2|0 fo]o]ooijoajoslososjorjoslosl0folofo]olofo]o
3] ofoofofofojojosjoziosjofofofojofojojojofo
o ]ofoolofo]oloslosjosjosososfoolofo]ojofo]o

5] ofoolofo]oslorjorjosjos|ozjo4fofojofo]olofo]o
o]ofoolofojolofolosjosfosasjoslosjofololofo]o
7 |ofolofofolofolozfojosjosloslosio]olojofofo]o

sjofoojofo]ololosjosjorjoslosloojofo]olofo] 0
UW U



Ur THE UNIVERSITY OF #{O AK RIDGE s JIESA&

TENNESSEE

National Laboratory ‘e Joint Institute for
s =1 Computational Sciences

Link travel time example / fsdodedy
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Vertical difference =2 length of link.
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Horizontal difference = link travel time
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Conclusion and remarks

For ODE model, » We apply openMP in solving ODE and fix-point iteration
» succeed and obtain ideal assignment results.
» The parallel computing significantly fastened the solving speed as
the same result compared with common computation
» In this way, it's possible to apply this technology to urban network
planning.
For PDE model, > It remains many works to do. We haven’t finish the entire code
» we proposed the pseudo code, and the next step is realizing it by C.

> If possible, parallel computing will be also used to certify the high
performance in dynamic traffic assignment.
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