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Introduction
• Brain-Computer Interface (BCI)
• Applications:

• Manipulation of external devices (e.g. wheelchairs)
• For communication in disabled people 
• Rehabilitation robotics 
• Diagnosis and prediction of diseases (e.g. Parkinson’s disease, Seizure, Epilepsy)  
• Games

• Invasive vs Noninvasive
• Electrocorticography

•Fifer et al. (2012)
• Electroencephalography

•Mcfarland & Wolpaw (2011)



Background
Invasive Noninvasive

• Sensorimotor Rhythms (SMR)
• Steady-State Visual Evoked Potential 

(SSVEP)
• Imagined Body Kinematics

• Continuous decoding the kinematic 
parameters during imaginary 
movements of one body part

• Short time of training 
• Natural imaginary movement
• Smoother controller system
• Possibility of developing a 

generalized decoder
• Eliminating Subject dependency



Research Objective and Setup
• Objective: Improve the training model accuracy of a noninvasive BCI system based on 

extracted information from EEG signals and through imagined body kinematics 
• Setup

• Emotiv EPOC for recording EEG signals
• BCI2000 for cursor visualization and data collectection
• Matlab/Python for processing



Training
• Automated cursor movement on computer monitor in 1D
• Subject imagines following movement with dominant hand
• 10 trials

• 5 horizontal
• 5 vertical

• 1 minute each
• Cross validation between trials



Data
• 35 Subjects 
• 10 trials each (5 vertical/5 horizontal) 
• 14 channels each
• 12 million rows total 



Clean Up
• Raw signal contains a lot of noise 
• Low pass filter + ICA to filter signal 
• Band pass filter to isolate frequency ranges of interest 



Features 
• 13 points in memory 
• Power spectral density in 3 frequency ranges 

• Alpha
• Beta
• Mu

• Coefficients Generated by a Classification Model 
• Predicts if velocity will be positive or negative



Training, Testing, and Results 
• Models are trained on linear and nonlinear algorithms

• Linear Regression, Kernel Ridge, Adaboost
• Test with trial wise cross-validation

• 1 trial left out as test 4 used for training, rotate
• Scored using the average correlation of the two curves over five windows



1-D Movement
Classification



Formalized Problem
Input

• EEG data (time series) with 128 Hz and 14 channels

Predict
The cursor movement direction at any given time point

• Vertical: Left / Right / No
• Horizontal: Up / Down / No
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Overview: Results

AUC of Horizontal Movement prediction: 92%
AUC of Vertical Movement prediction: 74%



Workflow
Generate massive models setting

Train and test each models on Bridges (16 Cores + 
GPU)

cross-validation

Pick the best combination of models to 
do run-time prediction

Observe & 
Refine



Preprocessing: Event-related potential
• ERP = The brain response correspond to the event
• The EEG reflects tons of ongoing brain processes
• Any processes other than we want are noise
• To maximize the signal-to-noise ratio (SNR)
• Assume
• Find the

where X = recorded EEG, A = ERP, D is related to event and N = Noise



Preprocessing: Filter Bank



Classifier: Logistic Regression

Reference: http://www.saedsayad.com/logistic_regression.htm



Classifier: Neural Network

Reference: CUHK IERG4160 (2017 Spring)
http://briandolhansky.com/blog/2014/10/30/artificial-neural-networks-matrix-form-part-5

Represented by matrices (multiplication)

GPU!
!!



Another NN: Recurrent Neural Network

Refrence: http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Gradient Boosting



Experimental Setup
• 12 Subjects’ data were used, each of them has 5 trials about horizontal 

/ vertical movements

1st, 2nd, 3rd 
trials

4th trial 5th trials

Basic Models Train Data Validation Validation

Refinement - 2-fold validation 2-fold validation

The computation were run on XSEDE-Bridges 16 Cores + GPU 
(P100)



Results: Horizontal (Basic Models)



Results: Horizontal (Refine)



Result: Vertical



Next Step:
Next Step

• Convert everything to C to accelerate 
computation

Goal
• Predict the cursor direction in real-time



Reference
Github: alexandrebarachant/Grasp-and-lift-EEG-challenge
https://github.com/alexandrebarachant/Grasp-and-lift-EEG-challenge


